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One-Level Storage System
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Summary—After a bnef survey of the basm “Atlds machme, the
paper déscribes an automahc systemi which in principle can be
applied to any combination’ of two stordge systems so that the com-
bination can be regarded by the machine. user as a single level. The
actual system described relates to a fast core store-drum combina-
tion. The effect of the system on instruction imes is 111ustrated, and
the. tape transfer system is also introduced since it fits basically in
tluough the same hardwdre. The ‘scheme inicorporates a “learning”
program, & tec]:ui:que wlnch cani be of greater tmportance in future
computers.” I

w - L INTRODUCTION

N+ A UNIVERSAL bigh-speed digital computer it is
]I riecéssary- torhave a large-capacity fast-access: main
store. While more efficient operation of the computer
can be achieved: by making thisstore all of one type, this

step is séarcely practical for the storage capacmes now:

bemg conmdered For exa.mple, on Atla.s 1t is. p0551b1e to
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address 16® words in the main store. In practice on the first
installation at Manchester Umver51ty a total of 10° words
are provided, but though it is Just technically feasible to
make this.in one level it is;much more economical to pro-
vide a core store (16,000 words) and drum {96,000 words)
combination.

Atlas is a machine which operates its penphera.l equip-
ment.on a time division basis, the equipment “interrupt-
ing” the normal main program-when it requires attention,
Organization of the peripheral. equipment is also done by
‘program so that many programs can be contalned in the
store of the machine at the same time. This techmque can
also be extended to include several main programs as well
as the smaller subroutmes used for controlling peripherals.
For these reasons as well as the fact that some orders take
2 va.na.ble titme depénding on the exact numbers invoived,
it is' not really feasiblé to “optimum” program transfers of
inforination between thé two levels of store, i.¢., core store
and’ drum, in order to eliminate the long drum access tiine
of 6 msec. Hence a system has been devised to’ make the.
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core drum store combination appear to the programmer as
a single level of storage, the requisite transfers of informa-
tion taking place automatically. There are a number of
additional benefits derived from the scheme adopted, which
include relative addressing so that routines can operate
anywhere in the store, and a “lock out” facility to prevent
interference between different programs stmultaneously
held in the store. :

1I. TeE Basic MACHINE

The arrangement of the basic machine is shown in Fig.
1. The available storage space is split into three sections;
the private store which is used solely for internal machine
organization, the central store which includes both core
and: drum store, in which all words are addressed and is
the storeavailable to the normal user, and finally the tape
store, which is the conventional backing-up large capacity
store of the machine. Both the private store and the main
core store are linked with the main accumulator, the B-
store, and the B-arithmetic unit. However the druim and
tape stores only have access to these latter sections of the
machine via the main core store.

The machine order code is of the single address type, and
a comprehensive range of basic functions. are provided by
normal engineering methods. Also available to the pro-
grammer are a number of extra functions termed “extra-
codes” which give automatic access to and subsequent re-
turn from a large number of built-in subroutines. These
zoutines provide :

1) A number of orders which would be expenswe to:pro-

_ vide in the thachine both in terms of equipment and
also time because of the extra.loading on certain cir-
“cuits. An example of this is the order:
_ Shift ‘accumulator contents fn places where # is an
integer. '

* 2} The more complex ma,thematrcal operatlons, €. g sm

x, log: #, €tc,,

3) Control orders for penpheral eqmpments, card

“readers; parallel printers, etc.,
4} -Input-output conversion routines,

5) Special programs concerned with storage a]locatlon

"o different programs being run siniultaneously; mon<

'itoi’ing"froutines‘ for fault finding and costing ‘pur-

poses, and the detaﬂed orgamzatlon of drum and
tape transfers.’ R : R

All thls mformatlon is permanently reqmred and henee is
kept in parf of the pnvate store térmed the “ﬁxed store
which .operates on a. “read only” basis. “This store con51sts
of a woven wire mesh into whicha pattern of small “hnear

ferrite _slugs are mserted to- represent dlglta.l information..

‘The mforma.uon content can only bhe changed manually
and, will teud to, differ only in detail between the dlﬁerent

versions of the Atlas computer. In Muse this store Is. ar-‘

ranged in two units each of 4096 words, 2 unit conmstmg of

1T, Kilburn and R L. Gnmsdale “A dlgltal computer store w1th 2
veﬁr{)short read time,” Pmc IEE, vol. 107 ,pt. B, pp 567-572; November,
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Fig. 1—Layout of basic machine.

16 columns of 256 words, each word being 50 bits. The
access time to a word in any one column is about 0.4 psec,
If a change of column address is required, this ﬁgure in-
creases by about 1 psec due to sw1tchmg transients in the
read amplifiers. Subsequent accesses in the new column
revert to 0.4 psec. The store operates in conjunction with a
subsidiary core store of 1024 words which provides work-
ing space for the fixed store programs, and has a cycle time
of about 1.8 psec. There are certain safeguards against a
normal machine user gaining access to addresses in either
part of the private store, though in effect he makes use of
this store through the extracode facility,

The central store of the machine consists of a drum and

core'store combination, which has a maximum addressable
“capacity of -about 10% words. In Muse the central store

capacity is about 96,000 words contained on 4 drums. Any .

-part of this storecan be transferred-in blocks of 512 words

to/from the ‘main core store, which consits of four sepa-
rate stacks, each stack having a capacity of 4096 words.

The ‘tape system provides a very large capacxty ba.ckmg.
store for. the: machine. The user.can effect. transfers of vari- .
able amourits of information between this. storerand the.:-
central store. In actual fact such transfers are orgamzed-:
by afixed store program which ‘initiates automatic trans-_
fers of blocks of 512 ‘words between the tape store and thei_'.
main «core store. The system can handle elght tape decks
running snmultaneously, each producmg or demandmg A
word on average every 88 upsec.

The main core store address can'thus be provided from
either the central machine, the drum, or the:tape system.
Since there is no synchronization between,these: addresses,
there has to.be a priority. system to-allocate addresses to -
the core store. The drum has-top priority: since it delivers a.
word every 4 usec, the tape next priority since. words can
arise-every 11 usec from 8 decks and the machine uses the
core store for the rest of the available time. A priority sys-
‘tem pecessarily takes time to establish its prionty, and so
it-has been arranged that it comes into: eEect only. __t ‘each
drum or tape request. Thus the machine is sot slowed down
in any way when no drum or tape transfers take place. The -
effect of drum and tape transfers on machine speed i is given

in Appendix I. o
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To simplifjr the control commands given to the drum,
tape, and périphéral equipment in the machine, the orders

" all take the form 5—S or 5—B and theidentification of the

required cominand register is provided by the address S.
This type of storage is clearly widely scattered in the
machine but is termed collectively the V-store.

In the central machine the main accumulator contains a

fast adder? and has builtin multiplication and -division

facilities. Tt can deal with fixed or floating point numbers
and its operation is completely independent of the B-store
and B-arithmetic unit. The B-store is a fast core store
(cycle time 0.7 jsec) of 120 twenty-four bit words operat-
ing in a word selected partial flux switching mode* Eight
%fast? B lines are also provided in the form of ﬂlp-ﬂ0p
reglsters Of these, three are used as control lines, termed
main, .extracode, and interrupt controls respectively. The
arrangement has the advantage that the control numbers

can be manipulated by the normal B-type orders, and the

emstence of three controls permits the ‘machine to switch
rapldly from one to another without having to transfer
control hambers to the core’store. Main control is used
when the central machine is obeying the current program,
while' the ‘éxtracode control is concerned with ‘the fixed
storé ‘subroutines. The interrupt coritral provides the
means for handling numerous périphera.l"equipnients which
“interrupt” the machine when they either require ot are
providing information. ‘The rémaining “#fast” B lines are
mamly used for organizational procedures, though B 124 is
the ﬁoatmg pomt accumulator eéxponent.,

“The operatmg speed of the machine is of the order of
0.5 10° instructions per sécond. This'is achieved by the
‘use of fast transistor logic circuitry, rapid access to storage
locations, and an extensive overlapping technique. The
latter procedure is made possible by the provision of a

.number of mtermedlate buffer storage registers, separate

access mechamsms té the individdal units of core store
and"parallel operatlon of the main accumulator’ and B-

- arithmetic units. The word length throdghout the machine

is 48 bits whichk may be considered as two half-words ‘of
24 bits each. All store transfers- between the central ma-
chirie; the drum and tape stores are parity checked, there

-belng a parity digit associated with each half-word. In'the

case of tra.nsfers within the central store (i.e., between
main core store and drum) the parity - digits “dssociated
with a given Word are retained throughout the system.

'Tape tra.nsfers ar¢ parity checked when information is
-fransferred to and from the main core store, and’on “the

tape itself a check sum techmque mvolvmg the use of two
closely spaced heads is used. -
‘The form of the instruction, which allows for ‘two B-

_‘modiﬁcatlons, and the allocation of the address digits is
shown in Flg.{ 2a), I_-I_alf :of the addre_ssa.ble store locations

ik

2T, Kitburn, D..B.-H. Edwards and D, Aspmall “A- eamuel arith-
metic. unit wsing 'a saturated transistor fast—can:y circuit, Proc I EE

“vol, *137 »PE: B, pp. 573-584; Novembér, 1960

G, Edwards, M., i Lamgan ‘and T. Kilburn, “Fernte-core
memory systems with vapid cycle t1mes, _Prac I EE vol 107, pt B, PP.
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Fig. 2—Interpretatlon of a word (a} Form of instruction. (b) Allocation
‘ oi address digits. (c) Functlon of decodmg (d) Floa.tmg pomt number

are allocated to the central store which is identified by a
zero in the most significant digit of the address. [See Fig.
2(b).] This address can be further subdivided into block

"address, and line address'in a block of 512 words. The least

significant dlglts, 0 and'1, make it possible to address 6 bit
characters in a half word and diit 2 specifies the half word.
‘The furiction nimber is split into several sections, each

“section rélating to a particular'set of operations, and these

are listed in Fig. 2(c). The machine orders fall into two

-broad classes; and these are.

. 1) B codes: These involve, operatlons between a B line’

. specified by the B, digits in the instruction and a
core store line whose-address can. Be modified by the

_ contents of a B line determmed by the B, digits.
" There are a total of 128 B Imes, one of whlch B, al-
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ways contains zero. Of the other lines 90 are avail-
able to the machine user, 7 are special registers previ-
ously mentioned, and a further 30 are used by extra-
code orders.

2) A codes: These involve operations between the Ac- -

cuimulator and ‘a core store line whose address can
now be doubly modified first by contents of B, and
then by the contents of B4. Both fixed and floating
" point orders are provrded and in the latter case num-
bers take the form of X8, the digit allocation of X
and ¥ being shown in Fig. 2(d): When fixed point
working occurs, use is made only of the X digits.

III ONE LEVEL STORE ConcEPT

The choice of system for the fast access store in a large
scale computer is governed by a number of conflicting fac-
tors which include speed‘and size requirements, economic
and technical difficulties. Prevrously the problem has been
resolved in two extreme cases either by the provision of a
very large core store, e.g., the 2.5 megabit! store at M.L.T,,

.or by the use of a small core store (40,000 bits) expanded
t0.640,000 bits by 2 drum store as in the Ferrant] Mercury®

- computer. Each of these methods has its disadvantages, in
the first case, that of expense, and in the second case, that
of inconvenience to the user, who is obliged to progrem
transfers of information between the two types of store
and this can be time consuming. In some instances it:is
possible for an expert machine user to arrange his program
so that the amount of time lost by the transfers in the two-
level storage arra;n'ge’inent is not significant, but this sort
of “optimum” programming is not very desirable. Suitable .
interpretative codmg can permit the two-level system to
appear as one level. The effect is; however, accompanied
by an effective loss of machine speed which, in some pro-
grams and depending-on details of machine desrgn can he
quite severe, varying typically, for example, between one
and three.

The two-level storage scheme has obvmus economic ad-
vantages, and inconvenience to thie- machine user can'be
eliminated by making the transfer arrangements com-
pletely automatic. In Atlas a completely automatic Sys-
tem has been provided with techniques for minimizing the
‘transfer times. In this way the core a.nd drum are merged
into an apparent single level of storage with good perform
ance: and at moderate cost. Some details of thls arrange
ment on the Muse are now prov1ded

The central store is subdrvrded into blocks of 512 words-

‘as shown by the address a.rrangements in Frg .2(b). The
main core store is also partltloned into blocks of this srze

1W. N. Papian, "ngh-speed computer stores 25 mega.brts Elec-
tronics, vol. 30; October, 1957.
:"'s K. Lonsdale and E. T. Warburton, “Mercury a high speed dlgrta]
" computer,” Proc. TEE, vol. 103, pt. B (suppl. 2), pp.. 1 4-183;. 1956.
T. Kilburn, D. B. G. Edwards, and C. E. Thomas, “The Manchester
University : Mark 11 Digital Computing Maching,”. Pfac TEE, vol. 103,
pt. B (suppl 2), pp- 247-268;.1956.,.:
R. A. Brooker, “Some techmques for deahng w1t]1 two-level storage,”
TheComputer faumal wvol.'2; 1960, .

which for identification purposes are called pages. Associ-
ated with each of these core store page positions is a “page
address register” (P.A.R.) which contains the.address of
the block of information at present occ-upying that page
position, When access to any word in the central stote is
required the digits of the demanded block address are com-
pared with. the ‘contents of all the page address registers.
If an “equivalence” indication is obtained. then access to
that particular page position is permitted. Since a block
can_ occupy any one of the_32 page positions m_the_core
store it is necessary to modify some digits of the demanded
block address to conform with the page positions in which
an equivalence was obtained. :

These processes are. necessenly time consummg but by
providing a by-pass of this procedure for instruction ac-
cesses (since, in general, instruction loops are all contamed
in the same biock) then most of this time can be over-
lapped with a useful portion of the machine or,core, store
rhythm. In this way information in the core store is avall—
able fo the machme at the full speed of the core store and
only rarely is the over-all machine speed eﬁ'ected by-delays
in the equivalence circuitry. . '

If a “not equivalence” indication is obtarned when the
demanded block address is compared with the.contents of
the P.ARs then that address, whleh .may. :have been
B-modlﬁed is first stored in-a regrster whrch can be ac-
cessed. as a line. of the V—store “This- permits the centra.l
machme -easy access to thls address An 1nterrupt” also
‘oceurs which switches opera.tmn of the machine over to the
interrupt. contral, whrch first. determines the cause of the
interrupt and then ‘in- this. instance, enters a fixed store
routine to organize the necessary transfers of mforma.tron
between.drum and: core store., :

A Dmm Tmmfers

On each drum, one track is used to 1dent1fy absolute
block positions ground the drum penphery The records on
.these tracks are read into the 8 registers which can be ac-
cessed as lines of the V-store and this petmrts the | present
angular drum p031t10n to be. determmed ‘though oply in
-units of one block In this-way the time needed to transfer _
any block while readmg from the drums can be assessed.
.This time varies between 2 and 14 Jmsec. since the drum
revolutlon time is 12 msec and the actual transfer trrne
2 msec. ’

The time of a wrrtmg transfer to the drums has been
reduced by writing the block of mformatlon to. the first
avallable empty, block posrtxon on any drum. Thus the ac-
cess time of the drum can be eliminated provided theré are
a reasonable number_ of empty blocks on the drum. This
" means, however that transfers to/from the drum have to
zbe ca.rned out by reference toa drrectory and thrs is. stored ‘
in the subsidiary store and up—dated whenever a transfer
occurs,

~When the diuin: transfer routine is entered the-first -ac-
tion is to determine the absolute: posrtmn on'a drum of the
required block. The order s then glven to- carry out the
transfer fo an empty page position in the coi¢ store. The



transfer occurs automatically as soon as the drum reaches

the correct angular position.'The page address register in
the vacant position in the core store is set to a specific block
number for druth transfers. This technique simplifies the
engineering with regard to the provision of this number
from the dfum and also provides a safeguard against tra.ns-
ferring to the wrong block.

As soon as the order asking for a read transfer from the
drum has been given the machine continues with the drum
transfer progra.m Tt is now concerned with determining a
block to be transferred back from the core store to the
drum. This is necessary to ensure an empty core store page

T Kilbu.rn,'D. B. G. Edwards, M. .. Lanigan, and F. H. Sumner

access to that page position can then. be made from the
central machine. It is clear that the L.O. digit can also be
used to. prevent interference between programs when sev-
eral different ones.are being held in the machine at the
same time.

In Section Il it was stated that addresses demandmg
a,ccess to the core store could arise from three distinct
sources, the central machine, the drum, and the tape.
These accesses are complicated because of 1) the equiva-
lence technique, and 2) the lock out digit. The various

cases and the action that takes place are summarized in
Table 1.

- TABLE I

. COMPARISON OF DEMANDED BLOCK ADDRESS WITH CONTENTS oF TaE P.A.R. s
_ RESULTANT STATE oF EQUIVALENCE AND Lock OUT CIRCUITS

. [P Equivalence . o Eﬁuivalencé}'
Source of Address {chk out=0} s Not ,g?;ﬁwél]ence . < {Lock,.out=1
Do - [EQY e [EQ & LO]
1. Central Machine

Access to required page pos1t10n
* Access to required page position
Access to required page posifion

2. Drum System
3. Tape System

Enter drum transfer routine
Fault condition indicated
Fault condition indicated

Not available to this program
Fault condition indicated -
Fault condition indicated

p051t10n when the next rea.d transfer is requxred The block
in the core store to be transferred has to be carefully
chosen to minimize the nurtber of transfers in the program
and this optimization process is carried out by a learning
program; details of which are given in Section V. The
operation of this program is assisted by the provision of
the “use” digits which are associated with each page posi-
tion of the core store,

To 1ntercha.nge information between the core store and
drums, two. transfers, a read from and a write to the drum
are mecessary. These have to be done sequentially but
could occur in either order. The technique of having a
vacant page position in the core store permits a read trans-
fer to occur first and thus allows the time for the learning
program to be overlapped either into the waiting period
for the read transfer or into the transfer time itself. In the
tire remaining after completion of the learning program
an entry is made into the over-all supervisor program for
the machine, and a, decision is-taken concerning what the
machine is to do until the drum transfer is completed. This
’.mlght involve a-change to a different main program.
A program could ask for access to information in « page

" position while a drum or tape f tra.nsfer is taking place to
that page. Thisis prevented in Atlas by the use of a “lock
_out” (L.0.) digit which is provided with each Page Ad-
dress Register. When a lock out digit is set at 1, access to
that page is only’ permltted when the address ha.s been pro-
~vided either by the drum system, the tape system, or the
interrupt control. The latfer case permits all transfers from
paper tape, punched card, and other _peripheral equip-

ments, to be handled without interference from the main

program. When the transfer of a block has been completed
the organizing program resets the L O digit to zevo and

The provision of the Page Address Registers, the equiv-
alence circuitry, and the learning program have permitted
the core store and drum to be regarded by the ordinary
machine user as a one level store, and the system has the
additional feature of “foating address” operation, i.c., any
block of information can be stored in any absolute position
in either core or drum store. The minimum access time to
information in this store is obviously. limited by the core’
store and its arrangement and this is now discussed.

B. Core Store Arrangement -

The core store is split into four stacks, each with indi-

vidual address decoding and read and write mechanisms.

The stacks are then combined in such a way that common
channels into the machine for the address, read and write
digits are time shared between the various stacks. Sequen-
tial address positions occur in two stacks alternately and

_a page position which contains a block ‘of 512 sequential '

addresses is thus arranged across two stacks. In this way it
is possible to read a pair of instructions from consecutive
addresses in parallel by increasing the size ‘of the read chan-
nel. This permlts two mstructmns to be completely obeyed
in three store “accesses.” The choice of this particular
storage arrangement is discussed in Appendix IL
The coordination of these four stacks is done by the

“core stack coordinator” and some features of this are now
discussed, starting with the operation of a single stack.

C. Operation of a St'ngle Stack of Core Store

The storage system em'pl'oyed is a coincident current
M.I.T. system arranged -to glve parallel read out of 50
digits. The reading operation is destructive and each read

‘phase of the stack cycle is followad by a Wnte phase during

409
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which the information read out may be rewritten. This is
achieved by a set of digit staticizors which are loaded dur-
ing the read phase and are used to contrél the inhibit cur-
rent ‘drivers during the write' phase. When new informa-
tion is to be written into the store a similar sequence is fol-
lowed, except that the digit staticizors are loaded with the
new information during the read pha.se A diagram indicat-

- ing the different types of stack cycle is shown in'Fig. 3.

There is a small delay Wp (=100 musec) bétween the
“stack request” signal, SR, and the start of the read phase
to allow for setting of the address state and the address de-
coding. The output information from the store appears in
the read strobe period, which is towards the end of the read
phase. In general, the write phase starts as soon as the read
phase ends. However, the start of the write phase may be

held up until the new information is available from the

central machine. This delay is shown as W, in Fig. 3(c).
The interval T4 between the stack request and the read
strobe is termed: the stack access time, and in practice this
is approximately one third of the cycle time T¢. Both T4
and T'¢ are functions of the storage system and assuming

that Wy is zero have typical values of 0.7 usec and 1.9 psec

respectwely A haldup gate-in the request channel pre-
vents the next stack request occurring before the end of the
- preceding write phase.

e

- Elhesr L ,
£AD S
PhR%: ]

|
READ
StReee .1 | L
. L4 1 |
WRITE “- - ,
PRASE WD
S TA : |
| Tc |
I i
(a)

E. 1
REL ) 7 )
ilke I s e
: |
. ~
L (b)
i
g T |
L ' |
§de 711 L1 T
Lt o _
g’rzﬁ'\‘éﬁa I i : L ; L . '
FIRITE 1 R K T —l R . 1" o
B CE

Ta=Access time, Te=Cyclic time, Wp—Wait for address decodmg ’

and Joading of a.ddress reglster, WW-Wa:t for release of write hold
uP : .

Flg 3-—Ba.s:c types of stack cycle (a.) Read order (s-—»A) (b) Wnte -

order {a—s). (c) Read-write order (b+5—

. Operation of the Main Core Store with
the Central Machine

A schematic diagram of the essentials of the main core

- store control system is shown in Fig, 4. The control signals

SAy and S4; indicate whether the address presented is
that of a single word or a pair of sequentlally addressed
instructions. Assuming that the flip-flop F is in the reset
condition; either of these signals results in the  loading of
the buffer address register (B.A.R.). This loadmg is done
by the signal B. A B.A. which also indicates. that the buffer’
register in the central machine has become free..

In dealing with the first request the block address digits
in the B.A.R. are compared with the contents of all the

-page address registers. Then one of the indications summa-

rized in Table I and indicated in Fig. 4 is obtained. Assum-
ing access to the requi'red stofe stack is permitted then'a
set C.S.F. signal is given which resets the ﬂlp-ﬂop EIf
this occurs before the mext access request arises, then the
speed of the system is not store-limited. In most cases
SET CSF is generated when the equlvalence_operatlon on
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Fig 4—Main core store control.



the demanded block address is complete, and the read
phase of the appropriate stack (or stacks) has started.
Until this time the information held in the B.A.R. must not
be allowed to change. In Fig. 5a. flow diagram is shown for
the various cases which can arise in practice.

When a smgle address request is accepted it is necessary.

to obtain an-“equivalence” indication and form the page
location digits before the stack request can be generated.
The SET CSF signal then occurs'as soon as the read phase
starts. If a “not equivalent” or equwa.lent and locked out”
indication is obtained a stack request is not generated, and
the contents of the B.A.R. are copied in to a lme of the V-
store before SET CSF is generated.

When access to a pair of addresses is requested (z.e., an
instruction pair) the stack requests are generated on the
assumption that these instructions are located in the same
page position as the last pair requested, .., the page posi-
tion digits are taken from the page digit reglster (See Fig.
4.) In this way the time required to obtain the eqmvalent
indication and form the page location digits is not in-
cluded in the over-all access time of the system. The as-
sumption will notmally be true, except when crossing
block boundaries. The latter cases are detected and cor-
rected by comparing the true position page digits obtained
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" Fig. 5—Flow diagram of main core stofe control -
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as a result of the equivalence operation with the contents
of the page digit register and a “right page” or “wrong
page” indication is-obtained. (See Iig. 4.) If a wrong page
is.accessed this is indicated to the central machine and the
read out is inhibited. The true page location digits are
copied into the page digit register, so that the required
instruction pair will be obtained when next requested. The
read out to the céntral machine is also inhibited for “not
equivalent” or “equivalent and locked out” indications.
In Fig. 5 the wartmg time indicated immediately before

_ the stack request is generated can arise for a number of

Teasons.

i)} The precedlng wnte phase of that stack has not yet
“finished.
2) The central machine is not yet ready gither to accept
information from the store, or-to supply information
“to it
'3) Itis necessary to ensure a certain minimum time be—
" “tween successive read strobes from the core store
stacks to-allow:satisfactory operation of the parity
“circuits, which take about 0.4 jsec to check the in-
- formation. This time could be ‘reduced, but as it is
only possible to get such a condition for 4 small part
- of the normal instru¢tion timing cycle it was: ‘not
thought to be an economlcal proposmon '

The basic machme tlmmg is now dlscussed

1V. ImsTrucTION TIMES .

In hrgh—speed computers, one of the main factors limit-
ing speed of operation is the store cycle time. Here & num-

‘ber of téchniqués, e.g., splitting the core store into four

separate stacks and extracting two instructions in a single

cycle, have been adopted déspite a fast basic cycle time of

3'usec in ordeér to alleviate this situation. The time taken

" to complete an instruction is dependent upon

1) The type of mstructron (Whl(‘,h 15 deﬁned by the
function d1g1ts), 7
. 2} The exact location of the mstructron and operand in
the ¢ore ot fixed store since this can aﬁect the’ access
time,
3 Whether of ‘not the operand addressis to be modrﬁed
. 4) Tn the cise ‘of ﬁoatmg point a.ccumulator orders, the
' a.ctual numbers themse]ves,
. 5) Whether drum and/ ar tape transfers are takmg place.

.The approxlmate times for various mstructrons are given

-in‘Table II. These figures relate. to the times between com-
_pleting instructions when a long sequence of the same type

of instruction is. obeyed ‘While this method is not ideal, it is
necessary because in practice, obeying one instruction: is

« overlapped in time with some part of three other instrue-
-tions. This makes the detailed timing complicated, and so

the timing sequence is developed stowly by first considering .-
instructions obeyed: one after another. It is convenient to
make these instructions a sequence‘of floating point addi-

_tioms with:both instruction and operand in-the core-store
. .and with the operand address single B-modified. -

m
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TABLE If o
ArprOXIMATE INsTRUCTION TIMES
. Number:of ' Instruction in dCdre Ihsﬁi'ﬁct(i;vns inf’:xéd I:é'struetg:is in cf‘ixed
N Store. Operands in Store. Operands in |- Store. Operands in
_Ty pe of Instruction . ModA%cg.uQns of Core Store. Time Core Store. Time Fixed Store..Time .
) . L ‘ TESs in psec in usec in wsec
Floating Point Addition R 0 1.4 . 1.65 1.2
L 1 1.6 1.65 1.2
) 2.03 1:9 1.9 .
Floating Point Multiplication C0,for2 47 R 4T
‘Floating Point Division - ] 0,lor2 - 13.6 - 136 13.6 -
Add Store Line to an Index Register -0 -1.53 1.65 115
L . 1 1.85 1.85 1.85
Add Index Register to Store Line and Rewnte to 0. 1.63 1.65 =
Store Line ) R 1 1.8 I O —
TABLE II*,

. To obey this instruction the centrai machine makes two
requests to the core store, one for the mstructmn and the
second for the operand. After the instruction is received in
the machine the function part has to be decoded and the
operand address modified by the contents of one of the B
registers before the operand request can-be made. Fma.ily,
after the operand has been obtained the actual accumula-

- tor addition takes place to complete the instruction. The
time from beginning to end of one instruction is 6.05 usec
and an approximate timing ‘schedule is as follows in
Table I1I. o

If no other action is permitted in the time required to
complete the instruction (steps I to 8 in Table III), then
the different sections of the machine are being used very
inefficiently, e.g., the accumulator adder is only used for
less than' 1.1 psec. However,; thepr-ganizati,on of .the com-

:puter is such that the different sections such as store stacks,
accumulator and B-arithmetic unit, can operate at the
same time. In this way several instructions. can be, started
before the first has finished, and then the effective instruc-
tion time is considerably reduced. There ha,ve, of course,
to be certain safeguards when for example an instruction
is dependent in any way on. the completlon of a preceding
instruction.

In the time sequence prekusly tabula.ted by far the

. longest time was that between a request in the central
machine for the core store and the receipt in the central
machine of the 1nforma,t10n from that store. ThlS effectwe
access time of 1.75 usec is made up as shown in Table IV.
It has been reduced in practice by the provision of:-two buf-
fer registers, one in the central machine:and ‘the other in
the core stack coordinator: These allow’ the ‘eqirivalence
and transfer times to be overlapped with: the crga.nlzatlon
of requests in the central machine. : :

In this way, provided the machine can: arrange to ma.ke

< requests fast enough, then the effective access time isire-

- duced to 0.8 wsec. Further, since-three accesssés are

needed tocomplete twoinstructions (one for aninstruction
pair and one for each of the two operands) thetheoretical

- “minimum-time of an instruction is 1:2 wiec 3X0:8/2-and

it then becomes store limited, Reference. to Table FIT°

“Foae SEQUENCE FOR, FLOATING PoiNT AmarrmN
(Instructlons and Opera.nds in the Core Store)

< - | Time Interval Total -
Sequence .| Between, Steps Time
D ’ - psec’ msec
1, Add 1 to Main Contml ] LK 0.
. {Addition time) . ST L% DL R e
2. Make Instruction Request 0.3
{Transfer times, equivalence time :
and stack access tlme) 1.75
3. Receive Instruction in Central Ma- NS
chine . 2.05 -
{Load register and decode) 0.2
4. Function decoding complete . 2.25
(Single address modltxl)ca,tmn) 0.85 - o
3. Request Operand PP 3.10
(Transfer times, eqmvalence time -
and stack access time) 1.75
*6. Receive Operandin Central Machine|. .. - . - .4.85
(Load register) © 0.1 :
7. Start Addition in Accumulator . 4.95
(Average floating point addition,
including shift round and stand-
ardise) . 1.1 :
8. Instruction complete 1 6.05

*In s'tep‘t'l time is for single address modification. Tirhes for no
medification and two modxﬁcatmns are 0 25 pses, and 1 55 HSeC Yespec-
hvely .

g '
b ¢

EFFECTIVE STORE Aoczss ’I‘:m’:

Total Time

Sequernce psec -
1. ‘Request in. Central Machine i : 0
2.-Reiquest in Core Stack Coordinator +0.25
3. Equivalence complete and request made to selected )
stack 0.95
4, Information in Core Stack Coordinator 165
5. Information in Centra.l Machme : 1. 75

shows tha.t the anthmetic operatlon takes 1.2 psec to com-
plete so that, on the average, the capabilities of the store '
and the accumuia.tor, are well matched. ,
Another technique for reducing store access time for in-
structions has also been adopted. This permits the read
cycles of the two stacks to start assuming that the same
page will be referred to.as in the previous instruction pair.



This, of course, will normally be true and there is sufficient
time .to take corrective procedures should the page have
been changed. The limit of 1.2 usec per instruction is not
reduced by this technique, but the possibility of reaching.
this limit ‘under other conditions is enhanced.

A schematic diagram of the practical timing of a se-
quence of floating point addition orders is shown in Fig. 6.
The overlapping is not perfect and in the time between suc-

cessive instruction pairs the computer is. obeying four in-
structions for 25 per cent of the time, three for 56 per cent
and two for 19 per cent. It is therefore to be expected that
the piactical time for the complete order is greater than
the theoretical minimum-time; it is in fact approxrmately
1.6 ,usec

q |  AcComuaToR  BLGT
e ey

z T oo READ ﬁ bearon yupr ]
T mgEee 0 mme fi
i N -5 R, S { Snapce, wan | AR 3
T . P - R ..
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Fig. 6—Timing diagram for a sequence of floating pomt
addition orders. (Single a.ddress modrﬁcatmn)

For certa.m types of functlons ‘the readmg of the next
pa.lr of instructions before completmg both mstructmns of
the first pair would be incorrect, e.g., functlons causmg
transfer of control. Such mtuatrons are. recogmzed during
the function decodmg, and the fequest | for the next 1nstruc—
) ,tlon pair is held up until 2 suitable time.

In a sequence of floating pomt addition orders with' the
operand addresses unmodlﬁed the’ limit is again 1.2 psec
while the time obtained is .4 psec. For accumulator orders
in whrch the actual accumulator opera'uon imposes a limit
in excess of 2 usec then the actual trme is equal to th1s
limit.

Perhaps a more rea.lrstlc way of deﬁmng the speed of the

computer is to give the time for & typical inner loop of in-
structions. A frequently occurring ‘operation in matrix work
in the formation of the scalar product of two vectors, ‘this
requires a loop of five instructions:

1} Element of first vector.into accumulator (0perand
B-modified.)
2) Multlply accumulator by element of second vector
-{Operand . B-modified.) LA
3) Add partial product to aecumula.tor. N
-4) Copy accumulator, to store line. contalmng partlal
- product. = o
‘ 5) Alter cont-to select next elements a.nd repeat. R

.The tlme for thrs loop wrth mstructlons and operands on

. the core store is 12.2 psec. ‘The va.lue of the overlappmg
techmque is shown by the fact. that the time. fro m starting
‘the first mstructron to ﬁmslnng the secon,d is appr megely
) 10 p.SCC )

.it”-‘ . *
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When the drum or tape systéms are transferring informa-
tion to or from the core store then the rate of obeying in-
structions which also use the core store will he affected.
The affect is discussed in more detail in Appendix L. The
degree of slowing down is dependent upon the time at
which a drum or tape request occurs relative to machine
requests. It also depends on the stacks used by the drum
or tape and those being used by the central machine. The
apprommate slowing downisbya factor of 25 per cent dur-
ing a drum_transfer and by 2 per cent for each active tape
channel. (S_ee Appendix 1)

V. Tee DruM TRANSFER LEARNING PROGRAM

‘The organization of drum transfers has been described
in Section ITA. After the transfer.of the required block
from the drum to the core store has been initiated, the or-

~ ganizing program examines the state of the core store, and

if empty pages still exist, no furthér action is taken. How-
ever, if the core store is full it is necessary to arrange for an
empty page to be made available for use at the next non-
equivalence. The sclection of the page to be transferred
could be made at random; this could easily result in many
additional transfers occurring, as the page selected could -
be ori¢of those in current use or one required:-in the near
future.” The ideal selection, which would minimize the

“total number of transfers, could only be made by the pro-
-grammer, To make this ideal selection the programmer

would have to know, 1) precisely how his program oper-
ated,  which is mot always the case, and 2) the precise
amount of core store available to his program at any in-
stant. Thislatter information-is not generally available as
the:core store could be shared by other central machine
programs, and almost certainly by some fixed store pro-
gram organizing the input and output of information from
slow peripheral equipments. The amount of core store re-
quired by this fixed store program is contmuously vary-
ing.” The only way the ideal ‘pattern of transfers can be
approached is for the transfer program to monitor the be-
havior of the main program and in so doing attempt to
select the correct pages to be transferred to the drum: The
techniques used for monitoring are subject to the condi-
tion that they must not slow down the operation : ‘of the
program to such an extent that they offset any feduction

'in the number of transfers required. The method described

occupies less than 1 per cent of the operatlng time, and the

‘tediiction in the number of tra.nsfers is more than sufficient
“to cover this: :

‘That part of the transfer program which organizes the
selection of the page to be transferred has been called the
“learning” program. In order for this program to have
some data on which to operate, the machine has been de-
signed to supply information about the use made of the

_different pages of the core store by the program being

monitored.

77 Kilburn, D. J. Howarth, R, B Payne and F H, Sumner "The
Manchester University Atlas 0perat1ng System. Part I: Internal Orgam-
sa,tlon The Computer faurmﬂ vol. 4 Octoher, 1961.

H3.
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With each page of the core store there is associated a
“yge” digit which is set to “1” whenever any line in that
page is accessed. The 32 “use” digits exist in twolinesof the
V-store and can be read by the learning” program, the read-
ing automatically resetting them to zero. The frequency
with which these digits are read is governed by a clock
which measures not real time but the number of instruc-
tiohs obeyed in the operation of ‘the main program. This
clock causes the learning program to copy the “use” digits
to'a’list in the subsidiary store every 1024 instructions. The
use of an instruction counter rather than a normal clock to
measure “time” for the learning program is due to the fact
that the operations of the main pregram miay be inter-
rupted at random for random lengths of time by the opera-
tion of peripheral equipments. With an instruction counter
the temporal pattern of the blocks used will be the same
on successive runs through the same part of the program.
This is essential if the learning: program-is to-make use. of

this pattern:to minimize the number of transfers. .
When a nonequivalence occurs and after the transfer of
the required block has been arranged, the learning pro-
" gram againsadds the current values of the “use” digits to
the list and then uses this list to bring up to date two sets
of times also kept in the subsidiary store, These sets con-
sist of 32'values of £ and T, one of each for each page of the
core-store. The value of ¢ is the length of time since the

block in- that page has been used.. The value of T is the

length.of the last period of inactivity.of this block. The
-accuracy .of the values of ¢ and T'is governed by the fre-
quency with which the “use” digits are inspected.

- The ‘page to be written to the drum is selected by the

apphcatlon in turn.of three suuple tests to the values-of ¢ .

and T.

1) Any page for which (> T+4-1, -
- of 2) That" page with £20 and (T—t) max,
or 3) That page w1th me (all t—-{))

The ﬁrst rule selects any page which has been currently
qut,o_f use for longer than its last period of inactivity, Such
a page has probably ceased to-be.used by the program.and

-is therefore an ideal one to be transferred to the drum. The
second rule ignores all pages with {=0 as they are in cur-

rent use, and then selects the one which, if the pattern of .

use is maintained, will:not be required by the program for
-the Jongest time. If the first two rules:fail to select a page
-the third ensures, that if the page finally selected is wrong,
in that it is immediately required again, then, as in_this

case, T will become zero and the same mistake will not be
-repeated. |
4 . Forallthe blocks on the druma llSt of values of Tis kept

The values of = are set when the block is transferred to the
- drum: :

- 7=Time of tra.nsfer—value of 1 for transferred page. '

When 2 block is transferred to the core store the va.lue of
T is used to set the value of T

T Tlme of- transfer—value of T for thls block
\ —Length of last period of inactivity.

For the block transferred from the drum-{ is set to O.
In order to make its decision the learning program has

only to update two short lists and apply at the most three

simple rules; this can easily be done during the-2 msec
transfer time of the block required as a result of the non-
equivalence. As the learning program uses only fixed and
subsidiary store addresses it is not slowed down:during the
period of the drum transfer, S

The over-all efficiency of the learning program cannot be
known until the complete Atlas system.is working. How-
ever, the value of the method used has been investigated
by simulating the behavior of the one-level store and learn-
ing program on the Mercury computer at Manchester Uni-
versity. This has been done for several problems using
varying amounts of store in excess of the core store avail-
able. One of these was the problem of forming the product
A of two 80th order matrices B and C. The thrée matrices
were stored row by row each one extending over 14-blocks,
only 14 pages of core store were assumed to be avilable,
The method of multiplication was

b X 1st row of C=partial answer to lst row of A,
b2 X2nd row of C--partial answer=second partla.l an-
' swer, etc,

thus matrix B was scanned once, matrix C 80 times and
each row of matrix 4 80 times.
Several machme users were asked to spend a short time

writing a progra.m to orgamze the transfers ior a general
‘matrix multlpllcatlon problem. Tn no case when the method

was apphed to the above problem were fewer than 357
transfers reqmred A program written spemﬁca]ly for this
problem which paid great attention to the distribution of
the rows of the matrices relative to block dwxsmns required
234 transfers. The learning program reqlnred 274 transfers,

‘the gain over the human programmer was chreﬂy due to
the fact that the lea.rnmg program could take full advan-
,tage of the occasions when the rows of A ex1sted entxrely

within one block. .
Many other problems mvolvmg cychc running of smgle

or multiple sets of data were simulated, and in no case did

the learmng program require more transfers than an ex-

'penenced human progra,mmer

A. Prediction of Drum Transfers

Although the learning prograin tends to reduce the num-
ber of transfers required to a minimum, the transfers which
do occur still interrupt the éperation of'the program for
from 2 to 14 msec as they are initiated by nonequivalence
interrupts. Some or all of this time loss could be avoided by

‘organizing the transfers in advance-A véry experienced

programmer having sole use of the core store could arrange -
his own transfersin such a way that no unnecessary ones -
ever occurred and no time was ever wasted waiting for

" transfers to be completed. This would reqmre ‘a great ‘deal
Sof effort and would orily be worthwhlle for.a' program that -
© was gomg to occupy the machine fora Iong time. By usmg

thé ‘data accumulated by the learmng program it is pos-
sible to recognize simple patterns in the use madé by a



 program of the various blocks of the one level store.-In this

way a prediction program could forecast the blocks re-
quired in the near future and organize the transfers. By
recording the success or failure of these forecasts the pro-
gram could be made self-improving. For the matrix multi-
plication problem discussed above the pattern of use of the
blocks containing matrix C is repeated 80 times, and a
considerable degree of success could be obtained Wlth a
sunple predrctlon program.

VI. CoNCLUSIONS

A specrﬁc system for making a core-drum store combina-~
tion appear as a smgle level store has been described.
While this is the actual system being built for the Atlas
machme the prmaples involved are applicable to combina-
tions of other types of store. For example, a tunnel diode-
fast core store coibination for an even faster machme An
alternatwe whrch was considered for Atlas, but which ‘was
not as attractive economlcally, was a fast core-slow core

_ store combination. The system too can be extended to

thiee levéls of storage, and indeed if 10° words of total stor-
age had to be’ provided then it would be most economical
to provrde it on a third level of store such as a file drum.

The automatic system does. require addltlonai equ1p-

"ment ‘and introduces soime complexity, since it is necessary

to overlap the time taken for address comparison into the

‘store and machme operatmg time if it is fot to mtroduce ‘

any extra time delays Simulated tests liave shown that the
orga.mzatlon of drum transfers are reasonably efficient and
other advantages which accrue, such as efficient allocation
of core storage between different’ programs and store lock

‘out facilities’ are also invaluable. No ‘matter how mtelh-
.gent.a programmer may be he can never know how many

programs or penpheral equrpments are in ‘operation when
his’ program is running. The ‘advantage of the automatic

,system is that it takes into account the state of the ma-
‘chine as it exrsts at any partrcular time. Furthermore if as

in normal usé there is some sort of regular maehlne rhythm

even through several programs, there is the possrblhty of
'ima.kmg some sort of prediction with’ regard to the trans-
fers. necessary This involves no more hardware and will

be done by program However, this stage witl probably be -
left until ‘results on the actual system are obtaimed. .

It can be seen that the system is both useful and flexible
in that it can be modified or extended in the manner previ-

_ ously indicated. Thus despite the increase in equipment,
‘ ._the advantages which are “derived completely Justlfy the
: _'bmldmg of th1s automatlc system. L

" VIL AppenpIx I’

ORGANIZATION OF THE ACCESS REQUESTS
TO THE CORE STORE

There are three sources of accéss requests 1o the core

“ gtore, namely the central machine; the drum, and the tape ‘
stugystems. In’ déciding how the sequerice of requests from all
' “thiee Sources are to beserialized and placed in some sort of
' “gider, & number of facts have to be considered. These are
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1) All three sources are asynchronous in nature.

2) The drum and tape systems can make requests at a
fairly high rate compared with the store cycle time
of approximately 2 usec. For example, the drum pro-
vides a request every 4 wsec and the tape system

every 11 psec when all 8 channels are operative,

3) The drum and tape systems can only be stopped in
multiples of a block length, 4.¢., 512 words. This
means that any system devised for accessing the core
store must deal with both the average rates of drum
drum and tape requests specified in 2). Only the cen-
tral machine can tolerate requests being stopped at
any time and for any length of time. From these
facts a request priority can be stated which is
a) Drum request. i
b). Tape request.

c) Central machine request

4) A machine request can be accepted by the core store,
but because there is no place available to accept the
core store information, its cycle is inhibited and fur-
ther requests held up. In the case of successive divi-
sion orders this time can be as long as 20 psec, in’
which case 5 drum requests could be made. To avoid
having an excessive amount of buffer stotage for the
"drum two techniques are possible;

a) When drums or tapes are operative do not pern:ut-
"~ machine requests to be accepted until there is a
_ place available to put the information.

' b) Store the machine request and then permit a drum
or tape.request.

The latter scheme has been’ adopted because it can

be accommodated more convemently and it saves a

small amount of time, o

5) If the central machine is usmg the pnvate store then
it is desirable for drum and tape ! transfers to the core
store not to interfere withor slow down the central
machine in any way. :

6) 'When. the central machine, drum and tape are shar-
ing the core store then the loss of central machine
speed.should be roughly proportional to the activity

. of the drum or tape systems. This means that drum
~or tape requests must “break” into the normal ma-
~chine- request channel as and when reqmred

The system which accommodates all these pomts is now
drscussed. Whenever a drum or tape request occurs inhibit
sighals are applied to request channel into the core stack
coordinator and ‘also to the stack request channels from

~“this coordinator. This results in a “freezing” of the state of
- flip-flop F (Fig. 5) and this state is then inspected (Fig. 17,
~ point X). If the state is “busy” this means that a machine
order has been stopped somewhere between the loading of
- the buffer address register. (B.A.R.) and the stack request.
Normally this time interval can vary from about 0.5 usec
:if-there are no stack request holdups, to 20 psec in the case
. of certain accumulator holdups. In either case sufficient
_tirne is allowed ‘aftér the inspection to ensure that the
‘équivalence operation has been completed. If an equiva-
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ience indication.is obtained all.the ‘informa.-tion relevant to
-this. machine order (i.e.; the line--address, page digits,
.stack(s) required.and.fype of stack order). are-stored for
future-reference. Use is made here of the page digit regis-
- ter provided.to allow the by-pass on the equivalence cir-
cuiiry for instruction accesses. The core store is then made
free for access by the drum or the tape. If the core store
“had: been:found’to be free on mspectmn the above pro-
‘cedure is omitted..

A drum or tapé access (as deCIded by the pnonty ¢ir-

+cuit): to the core store then occurs, which removes the in-
hibits on the stack request channels; When the stack re-
_quést for.the drum or tape cycle is initiated these inhibits
.-are allowed to reapply. At.this stage (Fig. 7, point ¥), if
- theré is.a stored machine“order it-is allowed to proceed if
posgible.. Fhe ‘inhibits ‘on the machine request:channels
are'removed when the stack.request for the stored. ma-
«-ching erder ocgurs. If there is no stored machine.order
'<this'is done immediately, and the. central machine is.again
allowed access to-the core store. However, another drum
-or tape request can arise before the stack. request of the

; :
stored machine order occurs, in particular because this lat-
ter order may still be held up by the central machine. If
this is the case the dtum or tape is allowed immediate ac-
cess and a further attempt is made to complete the stored
machine order when this drum or tape stack request occurs,

~-If-the stored machine order was for an operand, the con-
tent of the page digit register will correspond to the loca-
tion of this operand. The next machine request for an in-
struction pair will then almost certainly result in 2 “wrong
page” indication. This is prevented by arranging that the
next instruction pair access does not by-pass the equiva-
lence circuitry,

_The effect on the machine speed when the drum or tapes
are transferrmg information to or from the core store is
dependent upon two factors. First, upon the proportion of
time during which the buffer register in the core coordina-
tor is busy dealing with machine requests and secondly,
upon the particular stacks being used by the central ma-
chine and the drum or tape. If the computer is obeymg a
program with instructions and operands on the fixed or
subSIdIa.ry store then the rate of obeymg mstructlons isun-
affected by drum or tape transfers. A drum or tape mter-
rupt. occuring when the B.A. R.'is free prevents any ma-
chine address. bemg accepted ‘onto this bufier for 1.0 usec.
However, if the B.A.R. is busy then the’ next machize re- -
quest to the core store is dela.yed until 1.8 jsec after the
mterrupt if dIfEerent stacks are bemg used or until 3.4
psec after the interrupt if the stacks are the same.

When the machine is obeying a program with znstruc—
tlons and operands on the core store the slowing down dur-
ing drum transfers can be by a factor of two ifi mstructmns,

' opera.nds, and drum requésts use the same, stacks It js also

possible for the ‘machine to be unaﬁected The effect on a
particular sequence ‘of orders can be seen by con51dermg '
the one discussed in Section IV and Illustrated in’ Fig. 6.
In this sequence the instructions are on stacks 0 and 1
while the operands are on stacks 2 and 3. If the drum’or

_tape is transferring aiternately to stacks 0 and 1'then the
_eﬁect of any Interrupt w1th1n the'3.2 psec of an mstructlon

pair is to increase this time by between 0.5 and 3.4 psec

,;dependmg upon where the mterrupt occurred. The aver-
‘age increase is 1.8 psec and for a tape tra.nsfer thh Inter—

rupts every 88 pséc the’ computer can obey 1nstructlons ‘at

- 98 per cent of the normal rate, Durmg dfum transfers the

Interrupts occur every 4 psec whlch would suggest a slow-
ing down to. 60 per cent of normal. However, for any reg-
ular sequence of orders the requests to the core storé by -
the machine and by the drum’ ra.pldly become synchronized
with the result in this particular case that the machine can
still operate at 80 per cent of its normal speed.

APPENDIX II
METHODS or DIVISION OF THZE MAIN CORE S‘.I‘ORE

The ‘maximum frequency’ w1th whxch Tequests can. be

“dealt:with by a single stack core store is-governed by the
. cycle time of; the store. If the store is divided into several
+. stacks: which can be ‘cycled. independently. then.the limit



. imposed on the speed of the machine by the core store is
reduced. The degree of division'which is chosen is depend-

ent upon the ratio of core store cycle time to other ma--

chine operations and also upon the cost of the mult1ple
“selection mechanisms required.

Consrdenng a sequence of orders in which both the in--

struction ‘and operand are in ‘the core store, then for a

single stack store the limit imposed on the operating speed

by the store is two cycle times per order, i.e., 4 psec in

Atlas. This is significantly larger than the limits unposed,.

_by other sections of the computer (Section IV). If the store
is divided inte two stacks and instructions and operands

are separated, then the limit is reduced to 2 psec which is-
still rather high. The provision of two stacks permlts the .

addressing of the store to be arranged so that successive
addresses are in alternate stacks. It is therefore possr_ble by

making requests to both stacks at the.same time to read”
two instructions together, so reducing the number of ac-.

cess times to three per instruction pair. Unfortunately such

an arrangement of the store means that operands are al-*

ways on thé saie stacks as instruction pairs, and the limit
imposed by the cycle time is still"2 psec per order even if
the two operand requests in the instruction pair are to dlf-
ferent stacks and occur it the same time.

Division into any number of stacks wrth the a.ddressmg
system working through each stack in turn _cannot re:

duce the 1imit below 2 psec since successive mstructlons-

normally oceur in successive addresses and are therefore
in the same stack. However, four stacks arranged in two
pairs reduces the limit to 1 psec as the operands can always
be arranged to be on different stacks from the instruction

pairs. In order to reduce the limit to 0.5 _usec it is necessary :
to have eight stacks arranged in two sets of four and to -

read four instrictions at'once, which would incredse: the
complexity-of the central machine,

The limit of 1 gsec is quite sufficient and further lel-
sion with thé. stacks -afranged in pairs only enables the
limit to be' more ‘easily obtained by suitable Iocatlon of the
instructions and operands.

The location of instructions and operands within the
core store is under the control of the drum transfer: pro- -
gram; thus when there are several stacks instructions and
opefands afé separated wherever possible. Under these
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- Fig, 8—Limit imposed by cycle time on operating speed.
: for d.lﬂicult divisions of the core store.

cond1tlons it is p0551ble to ca.lcula.te the lumt 1mposed on
the operatmg speed by the cycle time for different d1v1510ns
of the core store. The results are shown in Fig. 8, for stacks
arranged: in parrs mstructlons are read in pairs and in: il
cases both mstructmns and operands are assumed to be on
the core store. Operands are assumed to-be se!ected atran--
-Jom from the opera.nd space, for instance in thé.case'of two
stacks arranged as a pair; successive operand requests have
equal probability of being to the same stack or to alternate '
stacks.

The limit imposed by a four stack store is never severe
compared with other timitations, for example the sequence
- of floating: pomt addition orders distussed in Section IV
B requrred 1.6 °psec per order with ideal distribution of in-

structions and’ operands. Division into eight stacks, al-
- though it reduces the limit, will not have an equivalent
. effect on'the. aver—all operating speed and such-a division
. wds not conszd_ered to be ]ustlﬁed ;
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