ENEE 621: Estimation and Detection Theory

Problem Set 2: Solutions Spring 2007

Narayan
Problem 1. First observe that the family {/(1,...,6),0 € {1,2,...}} is complete.
For any ¢ : R — R with Ey[lp(Y)|] = 29:1 lo(y)|5 < 00,8 € {1,2,...}, we have that

y=

Eplp(Y)] = 0,0 € {1,2,...}, implies i o(y) = 0,0 € {1,2,...}, e, p(y) =0,y €
{1,2...}. Consequently, if g : R — ]Ryi:lan unbiased estimator of 6 on the basis of Y,
it is “essentially unique”: if g : R — IR is another unbiased estimator, then it must
hold by the completeness of {U(1,...,6),0 € {1,2...}} that g(Y) = ¢g(Y) Py-as.
6 € {1,2,...}, whence g(y) = g(y),y € {1,2,...}.
Next, Eglg(Y)] = 0,0 € {1,2,...}, implies that

0

S gy = 6% 0e{1,2,.. }. 1)
y=1
Consequently, g(1) = 1,¢(2) = 3,9(3) = 5,..., suggesting that a solution to (1) is
given by g(y) = 2y — 1,y € {1,2,...}. This is, in fact, true and can be verified by
0

direct substitution in (1) since > (2y — 1) = 6%
y=1

Thus, the estimator g : R — R satisfying g(y) = 2y — 1,y € {1,2,...}, is the only

unbiased estimator for € on the basis of Y.

Problem 2. (a) Since the family {G(6),0 € (0,1)} is complete, if g : R — R is an
unbiased estimator of 6 on the basis of Y, then g is “essentially unique.”
Next, Fylg(Y)] =6, 6 € (0,1) implies
d g1 -0 =1, 6€(0,1), (2)
y=0

Equating coefficients of powers of (1 — 6), we see that

1, y=0
g(y):{o y=1.2,...



Also,

20(9) = Eol(9(Y) — 0)*] = Eolg*(Y)] — 6°
=Plg(Y)=1]-60>=P[Y =0] - 0> =0(1—-0),0 € (0,1).

Ela(V)] = i 59(1 gy = ei u _y‘))y — _9lm6, 6e(0,1),
y=1 y=1

so that g is a biased estimator. Next,
S9(9) = Eo[((Y) — 0)%] = E[g*(Y)] + 6> — 20(—01n )

=1
=> y—29(1 —0)Y +6%(1 +2In6)

y=1

<y 59(1 _0)Y 4 6%(1+21n6)
y=1

= —0Infh+6%*(1+2In6), by (3)
= 6%+ 6(20 — 1)In6,
=0[0 + (20 — 1) In¥)],

ie.,

Yo(g) <00+ (20 —1)In6], 0 € (0,1).

It can now be directly verified that
010 + (20 — 1)Ind] < Sp(g) = 0(1 —0), 6c (e })1),
so that (at least) for § € (e71,1), we have
26(9) < Xo(9)-
(c) Verify that (CR1)-(CR4) are satisfied. Now, for each 6 € (0, 1),

In(fo(y)) =Inf+yIn(1 —0),y € IN.

2

(3)



For each € in (0,1), we then have

M) = Bo |45 o)

1 Y 5 9
=5 (G| = B [t~
1 (1-9)
(1-0)2 ¢2
B 1
T 2(1-0)

(d) Since Yg(g9) = (1 — 6) and M~1(0) = 6%(1 — 6),0 € (0,1), we see that Xy(g) >
M~%(6),0 € (0,1), so that g is not an efficient estimator.

Problem 3. The family {NV(™(6,02),0 € R} is an exponential family, with the
correspondence K™ (y") = 3 4, y" = (y1,-..,yn) € R™. Furthermore, K™ is a
i=1

-

NgE

complete sufficient statistic for the family. Next, since Ey [K (”)(Y”)} Ey [

7

nb,0 € O, it is clear that
n
Al
T.,Y") = — Y;
w2 s
=1
is an unbiased estimator for # on the basis of Y™, which is also a complete sufficient

statistic. Thus, the three-step method simplifies in this case to yield that the estimator
g:R" — R given by g(y") = Z y; is a MVUE.

Problem 4. (a) For each 6 in (0 1) we have
3" = Iy folys) = 0"(1 = 6)2 ¥, y" € N,

so that T, (y ) Z y; defines a sufficient statistic for the family {G(™(0),6 € (0,1)}.
=1

(b) The family {g<n>( ),0 € (0,1)} is an exponential family with the correspondence
KM (y™) = T,(y") = 3w, so that T}, is a completely sufficient statistic for the

i=1
family (since K™ is a complete sufficient statistic).

(c) For each 6 in (0,1), the Fisher information matrix M (#),n = 1,2, ..., is given
by
M (0) = nM ()
n

MR



(d) Clearly, there exist no efficient estimators for 6 on the basis of Y, n =1,2,..., as

is clear from the answer to Problem 2, part (d), for the case n = 1.

Problem 5. (a) For each # € IN, we have

fe(yn):i1<max yi§9)1<min yi21), yre{l,...,0}",

o 1<i<n 1<i<n

so that by the Factorization Theorem,

A
T.(y") = ax v, y" e N"

is a sufficient statistic.

(b) For t = 1,...,60, note that
t n
Py[T, <t|=Py {max Y; < t} — <_)
1<i<n 0

so that
Pg[Tn:t]:{(é) —(5H)", t=1,....0

means )
S o) -l — (t—1)"] =0, €N
t=1
so that
0
d et —(t-1)" =0, 6€eN.
t=1
By examining the previous condition for § = 1,2, ..., it is readily seen that

so that T;, is a complete sufficient statistic.
(c),(d): The condition CR2(a) is not satisfied, so that M () and efficiency are not
defined.



Problem 6. (a) For each 6 > 0, we have

(n)/ony _ 1 _i - 2 n n

so that T,(y™) 2 Sy, y™ € R, is a sufficient statistic by the Factorization

theorem.

(b) The family {N()(0,6),0 > 0} is an exponential family with the correspondence
KM (y™) = T, (y") = 3. %2, so that the fact that K (™ is a complete sufficient statistic

i=1
for this family implies the same for T,,.

(¢) Verify first that the family {N(0,60),0 > 0} satisfies (CR1)-(CR4) and the addi-

tional integrability and regularity conditions, so that for each 6 > 0,

d2
M(0) = o [ 1 ol
1 Y? 1 0
=h {ﬁ‘e—s} =T T
1
2027

(d) Since Eg [T,(Y™)] = Eg [>;1 Y] = nb,0 > 0, it is clear that the estimator
g : R" — R defined by g(y") 2 % S y2,y" € R", is an unbiased estimator of 6 on
i=1

the basis of Y. Furthermore, since the statistic 7,, : R" — R given by T,,(y") =
% ; y?,y" € R", is a complete sufficient statistic (by part (b)), it follows that g is a

5



MVUE. To see if g is also efficient, we see that for each 6 > 0,

Yo(g) = Eo [lg(Y") = 0°] = Ey (% PR G 9)
=1

i=1
1 " n
| 7
= %Ee Z(Yf - 9)2] , by the independence of Yi,...,Y,
Li=1
RS TP
. [36° — 6°] _
n n ’

Since Yy(g) = M(”)fl(e), 0 > 0, we see that ¢ is an efficient estimator.
Problem 7. (a) For each 6 > 0, we have

S (y™) =, [ 1(y; > 0)]

—0 Z Yi
=0"e =1 1 ( min y; > 0)
1<i<n
so that by the Factorization theorem, we have that the statistic 7;, defined by T),(y") =
S y; is a sufficient statistic for {£)(6),0 > 0}.
i=1
(b) The family {£((6),0 > 0} constitutes an exponential family with the correspon-
dence K™ (y") = T,(y") = Y vi, y* € R". Since K™ is a complete sufficient
i=1
statistic for this family, so is T,.

(c) Verify that the family {£(6),60 > 0} satisfies (CR1)-(CR4). Then, for each 6 > 0,

M(0) = By {\% lnfg(Y)|2} _ (Y _ %)2
= varg[Y] = .

so that
M™(0) = nM(6)



Problem 8. Let 7., : R* — IR? be a complete sufficient statistic for {Fy,0 € ©}. Let
T : R — R’ be a sufficient statistic for {Fy,0 € O}, where ( is a positive integer.

Define a Borel mapping ¢ : R? — R? given by

The sufficiency of T' ensures that the right side above does not depend on 6, so that
the mapping 1 is well-defined. Now, for each 6 € O,

Ep [or(Te)] = Eo[Te(Y)] — Eo[Eg(Te(Y)|T(Y)] = 0,

by standard properties of conditional expectation. Hence, by the completeness of T,

we have that o (T.) = 0 Py-a.s., for all § € O, i.e.,
T.(Y)=Eg [T.(Y)|T(Y)] Py —as.,0€0.

Thus, for each § € O, we see that T.(Y) is equal to a function of T'(Y) Pp-a.s. Since
the sufficient statistic 7" was chosen arbitrarily, and since T, is a sufficient statistic, it

follows that T, is a minimal sufficient statistic for {Fy, 0 € ©}.

Problem 9. (a) Verify first that the family {F;,0 € (0,1)} satisfies (CR1)-(CR4). In
particular, the densities {f;(y) = P;[Y = y|} are given by

y
(ln%) 0
for each 6 € (0,1). Hence,

~ 1
In f5(y) :ln9—|—y1nln5 —Iny!, y € N

so that




Then, for each 6 € (0,1), we have

M) = E; [% In fé(Y)P]

~ Yy
1,y
_;(5+yélné) Yl

0
_i(ee y 1 )26_99?/
- o —0

= fe y!
26209 620
_ 20 e 2
= 7 +92 [0+ 6]
020
0
:ilnl,
02 0
ie.,
1 1 -
M@#)==—1In=, 6 € (0,1).
(0) = == 0 (1)

or,

Il
™

y!

a0

whence

i%@y =1, 0 €(0,00).

y=0

By equating coefficients of the powers of 6, we obtain that

9y) _[1, y=0
y! 0, else

whence
_JL y=0
9(y) = {O, else,

and this defines the only unbiased estimator of § on the basis of Y.

8



(¢) For each 6 € (0,1), we have

Salg) = By |lg(V) = 0| = B; [9*(v)] - 6

Finally, observe that 3 5(g) = 0(1—0) = e ?(1—e~?), where 6 = In %. From 6 in part
(a), we see that M~1() = 0e=2, where 0 = In %. Since e (1 —e™%) > 0e=20. 60 > 0,
we see that 3 5(g) > M~1(0),0 € (0,1). Clearly, g is not an efficient estimator of 0
on the basis of Y.

Problem 10. (a) It can be verified that (CRI)-(CR4) and the additional regularity
conditions hold. For each 6 in (0,1),

In fop(y) = In (17;) +yln0+(m—y)ln(l—0), y=0,1,...,m,

whence 2
NI ==~ T
Hence,
M) = B0 [ V)] = Bo [ ] + B [ 2]
_m momh  m 6 < (0,1).

02  (1-6)2 6(1-0)
(b) Since Ey[Y] = mf, the estimator g given by g(y) = 2,y € IR is unbiased. Further,
for each 6 in (0,1),

Y 2 1 ) 1
Yo(9) = Eo (E - 9) ] = —F [(Y — mf) ] = — covy[Y]
= 6(17; %) = M~1(6), so that g is efficient.



