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INFORMATION THEORY
CONVEXITY

Convex sets
A subsetK of R? is said to beconvexif for any elementse andy of K, and any
Ain |0, 1], we have

A+ (1-NyeK, Xel0,1]
It is a simple exercise to show the following by induction:

Lemma 0.1 A set K in R? is convex if and only if for any integer p = 2,3, . . .,
and any collection x, . .., x, in I, we have

/\1:131+...—|—/\p33p€K
for arbitrary Ay, ..., )\, in [0, 1] such that
M+ +A=1

We refer to the linear combinatiohz; + ... + A,x, with 1, ..., z, in R?
and\y, ..., A, in [0, 1] such that

M+ ...+ =1
as aconvexcombination.

Convex functions

Consider a convex sét in R, A functiony : K — R is said to beconvexif
for any elements andy of K, and any\ in |0, 1], we have

p(Ar+ (1= Ny) < Ap(e) + (1= Ae(y), Ae[01].

A functiony : K — R is said to beconcavef —¢ is a convex function.
It is also a simple exercise to show the following by induction:
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Lemma 0.2 Consider a convex set K in R%. A function ¢ : K — R is convex if
and only if for any integer p = 2,3, ..., and any collection @1, ..., x, in K, we
have

eMxr + ...+ Axy) < Mp(xr) + ..o+ App(x,)

for arbitrary Ay, ..., )\, in [0, 1] such that
M+ .+ A =1
Strictly convex functions

A function ¢ : K — R is said to bestrictly convexf it is convex and whenever
the equality

Az + (1= Ny) = Ap(e) + (1 = Ne(y), fey(%fl{)

holds, we necessarily hawe= y. As expected, a functiop : K — R is said to
bestrictly concavef —¢ is a strictly convex function.

Of great usefulness in many arguments is the following observation: Consider
a strictly convexp : K — R. Suppose that for some= 2,3, ..., withz,, ..., x,
in K, we have the equality

Q) oMz + ...+ Nx,) = p(xr) + ..+ App(xy)
with Ay, ..., A, in (0, 1) such that
M.+ =1

Under such circumstances, what can we say about ., z,? We shall show that
we must necessarily have
(2) Ty=...=xp

If p =2, sinced < A1, A2 < 1, by definition of strict convexity we automatically
have the conclusiom; = x,. If p > 2, the matter is more involved. To proceed,
with any subsef of {1,...,p} such thatl < |/| < p we define

A=) A
i€l
Under the foregoing assumptions we have \; < 1, so that the definition

Ji[:Z;—jwz

iel
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is well posed and yields an element/gf We also note that
)\1113] + )\[cm[c — >\1$1 + “e . —|_ )\pmp.
with
)\[ + )\[c = 1
Using the convexity of» twice we get
(,0(/\1%1 + ...+ )\pmp)

= QO(/\ILL‘[—F)\[CwIC)
< Aro(xr) + Arep(xre)

A1 (Z j\\—jw(wi)) + e | Y ;\i@(wg‘)

il j¢l

IN

3) = hp@) + .+ ().

Moreover, convexity again gives

(4) olar) <3 V()
ier

and N

(5) plare) <Y oeli).
T

However, because of (1) the inequalities leading to (3) must necessarily hold
as equalities, and this implies

(6) O(Arxr + Apexre) = A\jp(xr) + Are(xe),
Ai
(7) p(xr) = Z )\—190(331‘)
il
and N
® ol@r) =3 Trel@))
Jgl

as we make use of the fact that

0<)\[, )\[c < 1
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By strict convexity it follows from (6) that
Ly = Lje.

With (7) and (8) as point of departure, in lieu of (1), we can repeat the arguments
above with/ and /¢, respectively, instead dfl, . . ., p}. Upon doing this as many
times as needed we can eventually conclude that

i’j:17"'7p
L F ]

and this completes the proof of (2). [ |

r; = Qﬁj,

Kullback-Leibler distance
Consider a set’ of finite cardinality. Withv andp pmfs onX’, define

D(w|lp) = v(z)log (%)

with the conventions

and

0 .
Olog(—): ifg>0
q

D) = =3 vioyiox (4

) < log (Z V(x)wv(x)’:(—g)
log (Zm y(m)>0'u(x))

logl =0

(10)

IN
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whence—D(v||u) < 0, or equivalently,D(v||p) > 0.

The equalityD(v||) = 0 occurs if and only if equality occurs at both (9) and
(10). By the strict concavity of — log t, equality occurs at (9) if and only terre
existsc > 0 such that

p(x) reX
g C7
]/(;13) u(x) >0
As aresult,
Zl‘: V($)>OM(I> - sz: V(z)>0y(x) — ¢
since

Zx: V(ac)>0y(x> - Z:EV(ZL‘) =1
On the other hand, (10) occurs if and only if
Zz: V($)>0M<$) =1

Consequently; = 1 and
Zz: I/(m):()'u(x) - 07

whenceu(z) = 0 if and only if v(z) = 0. In sum,u(z) = v(x) for all z in X.




